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Zusammenfassung

Die Verfügbarkeit ausreichender und vielfältiger Datensätze stellt eine entschei-
dende Herausforderung für die Entwicklung von effektiven Machine-Learning-
Modellen im Bereich der Computer Vision dar. Diese Studie untersucht den Einfluss
von synthetischen Daten auf die Leistung eines Mask R-CNN-Modells für die De-
tektion von Hautkrebs.

Um diesen Einfluss zu untersuchen, wurden synthetische Daten in das vorhan-
dene Datenset integriert. Zwei verschiedene Ansätze wurden dabei verwendet:
Zum einen wurden klassische Data-Augmentation-Techniken angewendet, bei de-
nen Krebszellen als Vordergrund auf entsprechenden Hintergründen platziert wur-
den. Zum anderen wurden synthetische Bilder mithilfe von Generative Adversarial
Networks (GANs) generiert.

Das Mask R-CNN-Modell wurde anschließend mit verschiedenen Datensätzen
und Verhältnissen von synthetischen zu echten Daten trainiert. Die Leistung der
trainierten Modelle wurde anhand eines separaten Testsets bewertet. Die Ergebnis-
se zeigen, dass die Ergänzung des Datensets mit synthetischen Daten die Leistung
der Modelle verbessert. Besonders bemerkenswert ist, dass Modelle, die ausschließ-
lich mit synthetischen Daten aus GANs erweitert wurden, die besten Leistungen
erzielten.

Diese Erkenntnisse tragen dazu bei, das Verständnis dafür zu verbessern, wie syn-
thetische Daten das Training von Machine-Learning-Modellen beeinflussen können,
insbesondere im Bereich der medizinischen Bildgebung. Darüber hinaus legen sie
nahe, dass die Verwendung von GANs eine vielversprechende Strategie für die Da-
tenaugmentation in ähnlichen Anwendungen darstellen könnte.

Die Ergebnisse dieser Studie haben potenziell weitreichende Auswirkungen auf
die Entwicklung von effektiven und robusten Machine-Learning-Modellen für die
medizinische Diagnostik und anderer Einsatzgebiete.
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Abstract

The availability of sufficient and diverse datasets poses a critical challenge for the
development of effective machine learning models in the field of computer vision.
This study investigates the impact of synthetic data on the performance of a Mask
R-CNN model for skin cancer detection.

To examine this impact, synthetic data was integrated into the existing dataset.
Two different approaches were employed: firstly, classical data augmentation tech-
niques were applied, where cancer cells were placed as foreground on appropriate
backgrounds. Secondly, synthetic images were generated using Generative Adver-
sarial Networks (GANs).

Subsequently, the Mask R-CNN model was trained with various datasets and ra-
tios of synthetic to real data. The performance of the trained models was evaluated
using a separate test set. The results indicate that augmenting the dataset with syn-
thetic data improves the performance of the models. Particularly noteworthy is that
models exclusively augmented with synthetic data from GANs achieved the best
performance.

These findings contribute to an improved understanding of how synthetic data
can influence the training of machine learning models, especially in the field of med-
ical imaging. Furthermore, they suggest that the use of GANs may be a promising
strategy for data augmentation in similar applications.

The results of this study have potentially far-reaching implications for the devel-
opment of effective and robust machine learning models for medical diagnostics
and other domains.
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1 Introduction

1.1 Background and Motivation

The integration of Machine Learning (ML) models into the field of image analysis
has brought about significant and positive changes, leading to substantial advance-
ments in various sectors and industries. ML-powered vision systems have proven
to be highly effective in enhancing the ability of autonomous vehicles to understand
and interpret their surroundings. In complex scenarios, ML models decode intricate
traffic situations with remarkable precision, improving overall safety and efficiency
[5]. In industrial settings, machine learning models play a crucial role in quality
control processes. By carefully identifying even the most subtle anomalies in manu-
factured components, these models ensure that products meet strict standards, thus
maintaining high quality across production lines [44].

In the field of healthcare, the synergy of advanced imaging techniques and ML
algorithms has empowered medical professionals. By detecting subtle deviations,
these technologies facilitate early diagnoses and enable timely interventions, ul-
timately saving lives and improving patient outcomes [11]. Nevertheless, within
these impressive advancements, a substantial challenge emerges - the requirement
for extensive and diverse image datasets to train machine learning models effec-
tively. The scarcity of suitable training instances has the potential to impede models
from realizing their full potential, given the pivotal role of data in the learning pro-
cess.

To address this challenge, a current strategy revolves around augmenting existing
image repositories through deliberate image synthesis tailored specifically for train-
ing. This approach contains a spectrum of techniques, ranging from fundamen-
tal geometric transformations to Generative Adversarial Networks (GANs). Each
method brings its own advantages and limitations, contributing to the complexity
of the process.

Geometric transformations, such as rotation, scaling, and translation, offer com-
putational efficiency and quick dataset expansion. However, while they provide
rapid augmentation, they may not fully capture intricate real-world details. On the
other hand, techniques like flipping and cropping diversify existing images and are
widely used in deep learning. Despite their ability to enhance dataset diversity, they
are constrained by the limitations of the original dataset, thus unable to generate en-
tirely new perspectives.

On a more advanced level, GANs overcome those limitations by creating highly
realistic synthetic images, so they excel in capturing complex patterns and generat-
ing novel content. Yet, they demand substantial computational resources and care-
fully tuning to prevent biases and maintain realism [33].

In handling this complex scenarios, the integration of synthetic images alongside
authentic training data emerges as a pivotal solution. This integration not only ad-
dresses the challenge of dataset size but also resonates deeply with the inherent
diversity of real-world scenarios. By empowering models with adaptability, this

1



fusion enables them to navigate diverse contexts with enhanced proficiency. Addi-
tionally, it reduces potential performance variations across different domains, ensur-
ing consistent and reliable results in various applications. As technology continues
to advance, finding innovative solutions to these challenges remains essential, en-
suring the effective utilization of synthetic images in shaping the future of image
analysis and Machine Learning.

1.2 Problem statement and research objectives

The use of synthetic data in machine learning pipelines to enhance model perfor-
mance is a current practice that requires a careful exploration. This thesis delves
into the difficult challenge of measuring the impact of synthetic data infusion on
model accuracy, focusing on the context of skin cancer detection.

To start, a Mask R-CNN model’s accuracy is precisely evaluated using a labeled
skin cancer dataset from kaggle as the benchmark. A systematic augmentation ap-
proach is then undertaken, gradually introducing synthetic data.

Beginning with conventional data augmentation techniques, the study progres-
sively transitions to synthetic data generated via GANs. This study provides a
comprehensive examination of the intricate relationship between synthetic data and
model accuracy, offering insights into the strategic amalgamation of diverse data
augmentation techniques for practical implementation.

These findings offer valuable insights into the complex interplay between syn-
thetic and real data, providing essential knowledge for making informed decisions
when optimizing model efficacy, especially within the intricate domain of medical
image analysis.

1.3 Research questions and hypotheses

Within this thesis project, an investigation into two fundamental research questions
was made, to evaluate the impact of integrating synthetic data into the training pro-
cess of Mask R-CNN models for skin cancer detection and clarify the nuances of
data augmentation techniques and their role in model optimization:

1. How does the integration of synthetic data, impact the accuracy and generalization
capabilities of Mask R-CNN models in the context of skin cancer detection?

It is hypothesized that the incorporation of synthetic data will lead to an improve-
ment in the accuracy and generalization of Mask R-CNN models. By diversifying
the training dataset, synthetic data is expected to enhance the model’s ability to
recognize subtle patterns and variations in skin cancer images, resulting in higher
accuracy and improved generalization to unseen data. The introduction of synthetic
data is anticipated to refine the model’s understanding of complex skin cancer pat-
terns, ultimately contributing to superior performance in both accuracy and gener-
alization metrics.
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2. What is the comparative effectiveness of traditional data augmentation techniques ver-
sus synthetic data augmentation using GANs and how does the performance of Mask R-
CNN models vary with the gradual infusion of synthetic data?

We hypothesize that while traditional data augmentation techniques such as ro-
tation, flipping, and scaling contribute to the model’s performance, the gradual in-
troduction of synthetic data will have a more substantial impact on enhancing accu-
racy. As the proportion of synthetic data in the training set increases, we expect
a more pronounced improvement in performance. Synthetic data, by capturing
diverse and intricate features, is anticipated to play a pivotal role in refining the
model’s understanding of complex skin cancer patterns. Consequently, the perfor-
mance enhancement is expected to be more significant with the incorporation of
synthetic data, demonstrating the importance of synthetic data augmentation in op-
timizing Mask R-CNN models for skin cancer detection.

1.4 Overview on the structure of the thesis

The thesis will follow this structure: Following the introduction, the foundational
aspects of Machine Learning and Image Processing will be explored. A comprehen-
sive examination of Mask R-CNN and cGANs will follow, utilizing the frameworks
outlined in the respective papers for experimentation purposes. Following this, an
introduction to related studies will be provided, encompassing various papers re-
lated to synthetic images, medical imaging, and Mask R-CNNs. A brief description
of the methodology will outline the technical approach to the problem, followed by
an exposition of the experiments conducted.

The results of the experiments will be presented and linked to the research ques-
tion. Lastly, in the conclusion, the key findings will be summarized, and the research
questions will be addressed.
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2 Foundations

2.1 Introduction to Machine Learning and Image Processing

The blending of Machine Learning (ML) with image processing represents a pivotal
point in today’s technological landscape, offering transformation possibilities across
diverse applications. This chapter lays the foundation for understanding the sym-
biotic relationship between these two domains, setting the stage for the subsequent
exploration of their intricacies, methodologies, and real-world implications.

Machine Learning, a sub-field of artificial intelligence, equips systems with the
capacity to learn patterns from data and make informed decisions without explicit
programming. This autonomy grants computers the ability to refine their perfor-
mance iteratively and tackle complex problems that elude conventional algorithms.
ML’s versatility has propelled it into various sectors, including finance, healthcare,
and autonomous systems [42].

Image processing, on the other hand, centers on the manipulation and analysis of
visual data, valuable insights from images. From medical imaging to satellite im-
agery, this field empowers computers to extract meaning and draw inferences from
visual content. By leveraging computational techniques, image processing enhances
the extraction of information, enabling applications such as object recognition, bio-
metric identification and more [34].

The interplay between ML and image processing amplifies their individual ca-
pabilities, creating a dynamic alliance. ML brings data-driven reasoning to image
analysis, while image processing augments the quality and relevance of data, en-
hancing the efficacy of ML models. This synergy manifests in diverse applications,
from medical diagnoses [50] relying on image patterns to self-driving cars interpret-
ing road scenes [7].

Nonetheless, this synergy introduces challenges. Processing large volumes of vi-
sual data demands sophisticated ML techniques to ensure efficiency. The complex-
ities of image content, such as variations in lighting, orientation, and occlusions,
require adaptable and robust ML models. Ethical considerations, encompassing pri-
vacy, fairness, and bias, emerge as critical aspects in this dynamic convergence.

Ethical considerations loom large, prompting the examination of bias, fair-
ness, and privacy concerns [8]. The importance of ethical practices in designing
ML-enhanced image processing systems that operate transparently and equitably
should be mentioned as well.

In conclusion, the intersection of machine learning (ML) and image processing
goes beyond their individual components, marking the onset of an era characterized
by heightened intelligence [37].

2.2 Fundamentals of Artificial Neuronal Networks

Artificial neural networks (ANNs) were inspired by the impressive computational
abilities of the human brain, which far surpass those of conventional digital comput-
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ers. The brain’s ability to perform complex, nonlinear, and parallel processing tasks,
such as accurate predictions and pattern recognition, is facilitated by its network of
neurons. Human vision, for instance, can process complex scenes and recognize
patterns in a fraction of a second, a task that even powerful computers struggle
to replicate. ANNs aim to mimic this efficiency and flexibility, offering promise in
various fields requiring rapid and nuanced information processing [27].

The outstanding efficiency and speed of the human and animal brain function has
long captivated researchers. Through a complex network of neurons, sensory sig-
nals from various bodily sensors are swiftly conveyed and processed, enabling rapid
responses to both internal and external stimuli. Neurons, acting as autonomous
units, transmit electrical signals along axons to synapse with dendrites of other neu-
rons. With an estimated 100 billion neurons working in parallel, the brain’s process-
ing power lies in the distributed nature of neural activity and synaptic connections
[17]. The amount of information processed and stored is influenced by the firing
thresholds and the weighting assigned to each input by individual neurons. This
intricate neural architecture underpins the brain’s ability to perform intricate tasks
efficiently and in near-instantaneous time frames [26].

ANNs are designed to emulate the functioning of the human brain, compris-
ing hundreds or thousands of artificial neurons or processing units. They oper-
ate through computational learning algorithms that enable them to learn from ex-
perience rather than being explicitly programmed with rules. ANNs function as
massively parallel computing systems, with interconnected neurons that learn and
adapt based on environmental stimuli. Synaptic weights within the network capture
and store the connections’ strengths. The learning algorithm adjusts these weights
sequentially and under supervision to achieve specific objectives. Neurons working
collaboratively can learn intricate linear and nonlinear input-output relationships
through sequential training methods. While ANNs were inspired by a different
paradigm than statistical models, they share similar foundational elements. Some
researchers assert that ANNs are essentially generalized nonlinear statistical mod-
els, even though with the complexity often hidden from users, making them more
accessible to non-experts [28].

2.2.1 Underlying mechanics of Artificial Neuronal Networks

To explain the main elements used in an ANN, a general ANN model that contains
this type of models is shown in figure (1). In an ANN, inputs (x1, ...xp) serve as
the information fed into the network either from the surrounding environment or
from interconnected neurons within the system. These inputs are then weighted
by synaptic weights (W = w1, ...wp), which determine the influence of each input
on the connected neurons. W represent in the case of a one-layer neural network
the vector of the synaptic weights. In a multi-layer neural network W represents a
matrix. Essentially, synaptic weights act as modulators, amplifying or attenuating
the incoming information. bj is known as the bias of a neuron that can act as a
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Figure 1: Artificial deep neural network [28]

threshold.
The net input vj to a neuron is the aggregate result of the products of its inputs and

their corresponding synaptic weights. It is computed by summing the products of
input values and their respective synaptic weights that is mathematically described
in 1.

vj =
∑

wijxj (1)

The activation function (g) of a neuron determines whether it should be activated
based on the net input it receives. A common activation function is the rectified
linear unit(ReLU) function. It introduces non-linearity into the network. The output
of a neuron is determined by applying the activation function to its net input:

yj = g(vj) (2)

This function introduces usually non-linearity into the network, enabling it to be
applied in a large diversity of real problems.

Example 2.1. In Figure (2) a more complete picture of an ANN is shown. Since it has
2 hidden layers it can be described as a Deep Learning Model [29]. It is shown, that
an ANN is characterized as a directed graph, where nodes represent neurons and
edges represent connections between them [30]. In this structure, each neuron re-
ceives a weighted sum of the outputs from neurons connected to its incoming edges.
The 2 layers (V1,V2) represent the hidden layers while V0 is the input layer and V3
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Figure 2: Artificial deep neural network [30]

denotes the output layer. The ”depth” of the ANN can be described as three since
V0, which includes the input information, is excluded. The size of the network can
be described as |V | = 9+4+4+4 = 21 in each layer a ’+1’ is added to the observed
units to represent the node of the bias. The width of the network is max|Vt| = 9. The
analytical form of the model shown for output o with d inputs, M1 hidden neurons
in hidden layer 1, M2 hidden units in hidden layer 2, and O output neurons is given
by the following:

V1j = g1

D∑
i=1

wjixi for j = 1, ...,M1 (3)

V2k = g2

M1∑
j=1

wkjV1j for k = 1, ...,M2 (4)

V1j = g3

M1∑
k=1

wlkV2k for l = 1, ..., O (5)

The output of each neuron in the first hidden layer is generated by (3), while (4)
computes the output of each neuron in the second hidden layer. Finally, (5) deter-
mines the output of each response variable of interest. The learning process involves
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the utilization of weights (w(1)
ji , w(2)

kj , w(3)
lk ), which are organized in the following vec-

tor:
w = (w

(1)
11 , w

(1)
12 , ..., w

(1)
1d , w

(2)
21 , w

(2)
22 , ..., w

(2)
2M1

, w
(3)
31 , w

(3)
32 , ..., w

(3)
3M2

) (6)

g1 and g2 denote the activation functions in the hidden layers, while g3 represents the
activation function of the output layer. The model is structured into interconnected
layers: the input layer, hidden layers, and output layer. Each layer performs non-
linear transformations through artificial neurons, and connections between these
layers are established using weights. In cases where only one output variable is
present, the model is referred to as a univariate DL model.

If only one hidden layer exists, the DL model reduces to a conventional artificial
neural network model. However, the inclusion of more than one hidden layer al-
lows for the better capture of complex interactions, nonlinearities, and nonadditive
effects [31].

2.3 Data augmentation techniques for machine learning

Data augmentation serves as a fundamental tool within the field of computer vi-
sion, enriching the performance and resilience of machine learning models through
the introduction of diverse training data [24]. This introduction explores the signif-
icance, methodologies, and practical applications of data augmentation techniques,
laying the groundwork for a deeper comprehension of their role in various com-
puter vision tasks.

Computer vision, which aims to enable machines to understand visual informa-
tion, has made significant progress, particularly with the rise of deep learning [2].
However, despite these advancements, the limited availability of extensive labeled
datasets can hinder model effectiveness. Data augmentation addresses this issue by
artificially enlarging datasets through diverse transformations, thereby improving
the model’s capacity to generalize [24].

The spectrum of data augmentation strategies encompasses a variety of tech-
niques that modify existing images while preserving their underlying semantics.
Common methods include rotation, translation, scaling, flipping, and adjustments
to brightness and contrast. These controlled variations enable the model to capture
the inherent diversity present in real-world images.

The implications of data augmentation are manifold. In tasks such as object recog-
nition, augmenting data with diverse viewpoints and orientations aids in model ro-
bustness [2]. For medical imaging, transformations simulate anatomical variations,
facilitating better performance in different scenarios. Augmentation is also pivotal
in scenarios with class imbalances, addressing the challenge of limited samples for
underrepresented classes.

The effectiveness of data augmentation relies on its careful implementation. Fac-
tors such as the level of augmentation, choice of transformations, and the blend of
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augmented and original data play a crucial role in shaping the model’s learning ca-
pabilities. Achieving this balance necessitates both practical experimentation and a
deep understanding of the domain [1].

In the upcoming sections, a comprehensive exploration of various data augmen-
tation techniques will be undertaken. This includes the augmentation with tradi-
tional augmentation techniques as well as the generation of synthetic Images using
Generative Adversarial Networks.

Furthermore, domain-specific augmentations will be considered, with techniques
tailored to different application areas such as medical imaging data analysis. The
significance of augmentation in addressing challenges such as variations in lighting,
occlusions, and background complexities will be underscored.

While ethical considerations may not be directly tied to augmentation, responsi-
ble usage ensures that models generalize effectively across diverse scenarios, con-
tributing to unbiased outcomes by minimizing inadvertent biases introduced by
limited training data.

In conclusion, data augmentation emerges as a pragmatic approach for increas-
ing the capabilities of machine learning models in computer vision. This section
establishes a foundation for the exploration of an array of augmentation methods,
preparing the ground for a deeper dive into methodologies, challenges, and practi-
cal implementations that will be used during the experiments.

2.4 Fundamentals of Generative Adversarial Networks (GANs)

In recent years, the landscape of image-based applications has undergone signif-
icant transformations, attributed in large part to the advancements in Generative
Adversarial Networks (GANs).

Machine learning algorithms, such as artificial neural networks, have found ex-
tensive applications in image recognition, drug discovery, self-driving cars, and
more. This summary introduces GANs, a type of ML algorithm comprising a dis-
criminator and a generator engaged in a competitive learning process. The discrim-
inator aims to distinguish between real and generated samples, while the genera-
tor tries to produce realistic images. GANs are widely utilized in diverse applica-
tions, including human face generation, image inpainting, face aging, image super-
resolution, anime character generation, style transfer, and medical image analysis
[21]. The summary outlines GAN fundamentals, contemporary variants, applica-
tion examples, and discusses challenges in GAN implementation, emphasizing the
dynamic competitive process between the generator and discriminator that culmi-
nates in an ideal Nash equilibrium point, making GANs a potent tool for image
generation [21].

Besides GANs facilitate image-to-image translation, enabling the transformation
of input images into outputs with distinct attributes. Notable methods like Pix2Pix
and conditional GANs(cGans) excel in translating semantic maps, labels, and even
altering day to night. Style transfer is another application where images retain their
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structure while adopting the style from another source, resulting in effects like con-
verting photographs into paintings or altering architectural textures [9]. A variety
of use cases for image-to-image translation are shown in figure (3).

Figure 3: Examples Image to Image translation [19]

evIn summary, the emergence of GANs marks a significant paradigm shift in ma-
chine learning, empowering the creation of data that stretches beyond conventional
boundaries of imagination and reality. This section serves as the starting point for a
detailed examination of GANs, facilitating a deeper understanding of their architec-
tural complexities, training intricacies, and transformative influence on tasks such
as image synthesis, manipulation, and augmentation.

2.4.1 Underlying mechanics of conditional GANs

In this section, we delve into the underlying mechanics of GANs and conditional
GANs(cGANs). The generator-discriminator dynamic and the adversarial training
process that drives data synthesis will be shown and the mathematical background
explained.

GANs are generative models that learn a mapping from a random noise vector
z, element from a space Z, to an output image y, element from a space Y. z is a
randomly generated vector sampled from a probability distribution. It serves as a
source of randomness for the generator network. Formally, this can be represented
as a function G : Z −→ Y , where G(z) = y.

In contrast in cGANs, the generation of the image y is additionally influenced
by a condition x. This condition x could be, for example, an image that instructs
the Generator to produce an image of a specific class. Formally, we consider the
Generator of a cGAN as a function G : X × Z → Y , where X is the set of possible
conditions and Z is the space of noise vectors. So, the Generator takes a pair (x, z)
as input and generates the corresponding image y.

The generator G is trained to produce outputs that cannot be distinguished from
“real” images by an adversarially trained discriminator, D, which is a binary classi-
fier function adjusted to do as well as possible at detecting the generator’s “fakes”.
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Unlike an unconditional GAN, both the generator and discriminator observe the
input x. The training procedure is diagrammed in figure (4).

Figure 4: Training a conditional GAN to map edges to photos [19]

The objective of a conditional GAN can be expressed as:

LcGAN (G,D) = Ex,y[logD(x, y)] + Ex,z[log(1−D(x,G(x, z)))] (7)

where G tries to minimize this objective against an adversarial D that tries to
maximize it. Ex,y[logD(x, y)] represents the adversarial loss, that can be described
as the expected value of the logarithm of the discriminator’s output when given a
real pair of (x, y). Ex,z[log(1−D(x,G(x, z)))] represents the generator loss, that can
be described as the expected value of the logarithm of 1 minus the discriminator’s
output when given a fake pair (x,G(x, z)). In these expressions, Ex,z and Ex,z de-
notes the expectations taken over all possible values of the variables x, y and x, z.
Previous approaches have found it beneficial to mix the GAN objective with a more
traditional loss, such as L2 distance [32]. The L2 distance, also known as the Eu-
clidean distance, measures the pixel-wise squared differences between two images
[10]. The discriminator’s job remains unchanged, but the generator is tasked to not
only fool the discriminator but also to be near the ground truth output in an L2
sense. It was explored that instead of using the L2 distance using the L1 distance is
beneficial. The L1 distance, also known as the Manhatten distance measures the ab-
solute pixel-wise differences between two images. The use of L1 distance can reduce
the blurring in the generated images and is defined in (8) [19].

LL1(G) = Ex,y,z[∥y −G(x, z)∥1] (8)

The final objective for a cGAN tested in the "Image-to-Image Translation"-Paper
is:

G∗ = arg min
G

max
D

LcGAN (G,D) + λLL1(G) (9)
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In summary, the objective is to find the optimal generator G∗ that minimizes the
combination of the conditional GAN loss and the L1 regularization term. The dis-
criminator D is simultaneously trained to maximize the performance of the GAN.
The hyperparameter λ controls the trade-off between the adversarial loss and the
L1 regularization. This kind of objective is often used in image-to-image translation
tasks, where the generator is trained to produce realistic outputs while maintaining
a certain level of similarity to the target [19].

2.5 Mask R-CNN

The vision community has made rapid progress in object detection and semantic
segmentation, driven by frameworks like Fast/Faster R-CNN and Fully Convolu-
tional Network (FCN). The goal described in the Mask R-CNN paper [13] is to create
a similarly enabling framework for instance segmentation.

Instance segmentation is challenging as it requires detecting all objects in an im-
age and precisely segmenting each instance. It combines elements from object de-
tection and semantic segmentation. Mask R-CNN extends Faster R-CNN by adding
a mask prediction branch to the existing classification and bounding box regression
branches. The mask branch is a small Fully Convolutional Network applied to each
Region of Interest (RoI), predicting segmentation masks in a pixel-to-pixel manner.
To address misalignment issues in Faster R-CNN caused by coarse spatial quanti-
zation during feature extraction, the authors propose RoIAlign, a quantization-free
layer that preserves exact spatial locations. This change significantly improves mask
accuracy [13].

Figure 5: The Mask R-CNN framework for instance segmentation[13]
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Unlike some other methods, Mask R-CNN decouples mask and class prediction
[14]. It predicts a binary mask for each class independently and relies on the net-
work’s RoI classification branch to predict the category. Mask R-CNN outperforms
previous state-of-the-art single-model results on the COCO instance segmentation
task. The framework’s flexibility and accuracy are highlighted, and the authors be-
lieve it will benefit and ease future research on instance segmentation [15]. The
generality of the framework is demonstrated by applying it to the task of human
pose estimation on the COCO keypoint dataset. It surpasses the winner of the 2016
COCO keypoint competition while running at 5 frames per second [14]. In sum-
mary, Mask R-CNN is introduced as a simple, flexible, and fast framework that
achieves state-of-the-art results in instance segmentation, with particular emphasis
on overcoming spatial quantization issues and decoupling mask and class predic-
tion. The framework is showcased for its speed, accuracy, and versatility in handling
different computer vision tasks [16].

2.5.1 Underlying mechanics of CNNs

CNNs are similar to traditional ANNs in that they consist of neurons that self-
optimize through learning. Each neuron receives inputs and performs operations,
such as scalar products followed by non-linear functions, similar to traditional
ANNs. The entire network expresses a single perceptive score function, with the
last layer containing loss functions associated with classes. Techniques developed
for traditional ANNs apply to CNNs as well [25].

The main difference between CNNs and traditional ANNs is that CNNs are
primarily used for pattern recognition within images. CNN architectures encode
image-specific features, making them suitable for image-focused tasks and reduc-
ing the parameters required to set up the model.

One limitation of traditional ANNs is their struggle with the computational com-
plexity of image data. For example, the MNIST dataset, with its small image dimen-
sionality, is manageable for most ANNs. However, with larger, colored images, the
number of weights in the network increases substantially, leading to computational
challenges [3].

Overfitting is a significant concern in machine learning, including with ANNs. It
occurs when a network cannot effectively learn due to various reasons. It is crucial
to reduce overfitting’s effects to improve the model’s generalization performance .
Reducing the complexity of ANNs helps mitigate overfitting by reducing the num-
ber of parameters required to train the network, thereby improving predictive per-
formance [4].

CNNs consist of three main types of layers: convolutional layers, pooling lay-
ers, and fully-connected layers [25]. A simple CNN architecture for classification is
shown in Figure (6). These layers are stacked to form the architecture of a CNN:

1. Input Layer: This layer holds the pixel values of the input image, similar to
other types of Artificial Neural Networks (ANNs).
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Figure 6: Example: CNN architecture [25]

2. Convolutional Layer: Neurons in this layer are connected to local regions
of the input image. Each neuron calculates the scalar product between its
weights and the region connected to the input volume. The Rectified Lin-
ear Unit (ReLU) activation function is commonly applied to the output of this
layer.

3. Pooling Layer: This layer performs downsampling along the spatial dimen-
sions of the input, reducing the number of parameters in the activation.

4. Fully-Connected Layers: These layers, similar to traditional ANNs, aim to
produce class scores from the activations obtained from previous layers.

The ReLU activation function is a commonly used non-linear activation function
in neural networks. It operates by setting all negative values in the input to zero,
while leaving positive values unchanged. Mathematically, the ReLU function is de-
fined as:

ReLU(x) = max(0, x) (10)

Essentially, the ReLU function introduces non-linearity by allowing only positive
values to pass through unchanged, while effectively "turning off" negative values.
This simple thresholding operation helps in addressing the vanishing gradient prob-
lem and accelerates the training of deep neural networks[6].

The convolutional layer, shown in Figure (7) is a key component of CNNs, respon-
sible for learning and detecting features within input data. It operates by convolving
learnable kernels across the spatial dimensions of the input, generating 2D activa-
tion maps. These kernels, which are small in spatial dimensionality but span the
depth of the input, calculate scalar products as they slide across the input. Through
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this process, the network learns to identify specific features at different spatial posi-
tions, leading to the generation of activations.

Figure 7: Visual representation of the convolutional layer [25]

2.5.2 Underlying mechanics of Mask R-CNNs

Mask R-CNN typically uses a backbone CNN architecture, such as ResNet or a sim-
ilar feature extractor, to extract hierarchical features from the input image. Those
features are used for region proposal and mask prediction.

Like Faster R-CNN, Mask R-CNN includes a Region Proposal Network (RPN)
that proposes candidate bounding boxes likely to contain objects. The RPN is re-
sponsible for suggesting RoIs based on the hierarchical features obtained from the
backbone network [39].

One key modification introduced by Mask R-CNN is RoIAlign. In traditional
approaches like RoIPool, spatial quantization is applied during feature extraction,
leading to misalignment between the input and output. RoIAlign is a quantization-
free layer that accurately preserves spatial locations during feature extraction. This
is crucial for precise pixel-wise segmentation [12].

Mask R-CNN inherits the classification and bounding box regression branches
from Faster R-CNN. The classification branch assigns class probabilities to each RoI,
and the bounding box regression branch refines the predicted bounding box coordi-
nates.

The key addition in Mask R-CNN is the introduction of the mask branch. For each
RoI, a small Fully Convolutional Network (FCN) is applied to predict segmentation
masks. This branch produces a binary mask for each class independently in a pixel-
to-pixel manner.

Mask R-CNN decouples the mask prediction from the class prediction. It predicts
a binary mask for each class independently without competition among classes. The
RoI classification branch is responsible for predicting the category [15].

• Classification Loss: Measures the difference between predicted class probabil-
ities and ground truth class labels.
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• Bounding Box Regression Loss: Measures the difference between predicted
bounding box coordinates and ground truth coordinates.

• Mask Segmentation Loss: Compares pixel-wise binary mask predictions to
ground truth masks using binary cross-entropy.

The loss of the Mask R-CNN can be defined as:

L = LClass + LBBox + LMask

Mask R-CNN is trained in a multi-task manner, optimizing the combination of
classification, bounding box regression, and mask segmentation losses. The back-
propagation of gradients allows the network to learn to simultaneously perform
these tasks. During inference, the trained model can be used to detect and segment
objects in new images. Thresholding is applied to obtain binary masks, and post-
processing steps may be employed for refinement.

16



3 Related Work

3.1 Review of relevant literature and studies

Through a comprehensive review of existing papers published in several journals,
an understanding of the current research progress in the field of ML-driven solu-
tions in Computer Vision tasks has been achieved. Additionally, several papers con-
cerning Data Augmentation methods have been examined. In the following section,
the most important papers concerning those topics will be presented, and research
gaps and opportunities will be identified.

A reviewed paper [38] addresses the challenge of accurate and timely interpreta-
tion of Chest X-rays (CXRs) due to limited medical resources, proposing a computer-
aided diagnosis (CAD) system based on machine learning as a solution. However,
acquiring a sufficiently large, balanced, and annotated dataset of CXRs for training
such a system is challenging. The study conducts a comparative analysis on learn-
ing from imbalanced and limited CXRs to detect pneumonia, focusing on two main
questions:

1. What is the effectiveness of data sampling methods in improving the perfor-
mance of learning models?

2. What are the quantifiable differences between learning models that use differ-
ent sampling techniques?

Two categories of data sampling techniques are explored: undersampling the major-
ity class and oversampling/augmentation of the minority class. The study evaluates
Support Vector Machine and deep convolutional neural network models, demon-
strating that both exhibit improved performance when appropriate data sampling
strategies are employed, based on experimentation with a publicly available CXR
dataset.

In the data undersampling pipeline, the authors balance the class distribution by
randomly sampling data from the majority class. The chosen handcrafted feature
for disease detection in Chest X-rays (CXRs) is the histogram of oriented gradients
(HoG), and a traditional machine learning model, Support Vector Machine (SVM), is
employed for analysis. In contrast, the data oversampling strategy involves expand-
ing the minority class using basic image transformations such as reflection and rota-
tion. Additionally, data augmentation techniques utilizing GANs, specifically Deep
Convolutional GAN (DCGAN), are employed due to its stable training capabilities.
The architecture of CNN classifier is accordingly designed by the authors to achieve
a balance between performance and training speed, reducing the risk of overfitting
posed by very deep networks. Inspired by Zeiler and Fergus’s net (ZFNet), a CNN
architecture asssociated to ZFNet is developed to address this concern effectively.
The ZFNet is a CNN architecture developed by Matthew D. Zeiler and Rob Fergus
[48]. It gained prominence for its performance in the ImageNet Large-Scale Visual
Recognition Challenge in 2013 [41].
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The authors are evaluating the performance of their classifier using a range of
metrics, including accuracy, specificity, sensitivity (recall), precision, F1-score, G-
mean, area under the ROC curve (AUC), and area under the precision-recall curve
(AUPRC). These metrics allow them to assess various aspects of the classifier’s per-
formance, such as its ability to correctly classify instances and its balance between
precision and recall. They also highlight the importance of Precision-Recall curves,
particularly in assessing classifier performance in imbalanced datasets.

Results indicated that without data sampling, the SVM achieved the highest recall
but the lowest specificity due to heavy imbalance. However, implementing data
sampling generally improved test accuracy, specificity, precision, and F1 score for
the SVM model, with data undersampling showing the best improvement. Data
oversampling methods yielded high recall but slight improvements in precision and
specificity.

Comparing SVM and CNN performance, CNN classifiers showed better over-
all performance, with higher AUC values, indicating better feature representations.
After data sampling, CNN performance further improved, with specificity scores
increasing notably. Augmentation with GAN showed the best performance overall,
with a high AUC. The overall Results are shown in Table 1 and Table 2.

Metrics Data without Data under with affine with GAN
augmentation sampling transformation augmentation

Accuracy 0.724 0.817 0.777 0.750
Recall 0.987 0.872 0.933 0.946
Specificity 0.286 0.726 0.517 0.423
Precision 0.697 0.842 0.763 0.732
F1 score 0.817 0.856 0.840 0.826
AUC 0.898 0.897 0.896 0.891

Table 1: Performance of SVM with different data sampling methods

Metrics Data without Data under with affine with GAN
augmentation sampling transformation augmentation

Accuracy 0.853 0.877 0.872 0.899
Recall 0.946 0.862 0.854 0.897
Specificity 0.697 0.902 0.902 0.902
Precision 0.839 0.936 0.935 0.938
F1 score 0.889 0.897 0.893 0.917
AUC 0.911 0.940 0.938 0.954

Table 2: Performance of CNN with different data sampling methods

For future work, the authors’ intention is to investigate the proposed methods for
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other datasets, where the challenge of limited and imbalanced data may be even
more severe. This would likely reveal an even more indispensable need for data
balancing techniques to achieve adequate performance. In particular, the gap be-
tween strategies without data sampling and those with data augmentation may be
even more significant, i.e., the results shown in Tables 1 and 2 would show even
more improvements when introducing data balancing, since the initial performance
would be poor because of sensitivity to the effects of small data size and imbalances.

Since data augmentation within the field of medical imaging is examinated in
multiple papers, a advanced approach for Data augmentation for CXR Dataset is
described in another paper from the same authors[2]. Similar to the previous pa-
per the authors mention the impressive progress for Deep Neural Network-based
methods in the field of medical imaging tasks and the limited availability of large
and well distributed Dataset. The authors tested their augmentation methods on a
U-Net. A U-Net is a convolutional neural network architecture that is widely used
for image segmentation tasks. It was introduced by Olaf Ronneberger, Philipp Fis-
cher, and Thomas Brox in 2015 through their paper titled "U-Net: Convolutional
Networks for Biomedical Image Segmentation."

The U-Net architecture is designed to address the challenge of pixel-wise classi-
fication, particularly in biomedical image segmentation tasks where precise delin-
eation of structures like cells, organs, or tumors is crucial. It consists of a contracting
path, which captures context via convolutional and pooling layers, followed by an
expansive path, which enables precise localization through upsampling and convo-
lutional layers [40]. The key features of U-Net include skip connections between
the contracting and expanding paths as shown in Figure (8). This architecture has
proven to be highly effective in various segmentation tasks to biomedical imaging.

As Data augmentation methods on the CXR image dataset the authors presented
a data augmentation technique that "uses different combinations of contrast, bright-
ness and gaussian filters, to imulate CXR images with extreme opacities and low
contrast" [2]. To evaluate the effectiveness of this augmentation technique outper-
forms standard data augmentation techniques such as rotating, flipping and zoom-
ing. For the evaluation Dice coefficient(DC) and Intersection over Uninon(IoU) were
used and defined as followed with G for the ground truth mask and P for the seg-
mented lung mask. Both values are matrices where each element corresponds to a
pixel in the image. Each element has a binary values. Where a 1 indicates that the
pixel does belong to the object of interest and a 0 does not belong to the object of
interest.

DC(G,P ) =
2 · |PG|
|P |+ |G|

(11)

IoU(G,P ) =
|PG|

|P |+ |G| − |PG|
(12)

The training was run on a HPC network with 2 x Intel Xenon 6130 CPU, 192GB
Ram, and 4 x Nvidia V100 GPUs. For the three public dataset used the results are
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Figure 8: U-net architecture (example for 32x32 pixels in the lowest resolution). Each
blue box corresponds to a multi-channel feature map. The number of chan-
nels is denoted on top of the box. The x-y-size is provided at the lower left
edge of the box. White boxes represent copied feature maps. The arrows
denote the different operations [40].

shown in Table (3).

Dataset Augment Type DC (mean ± std. % ) IoU (mean ± std. % )

Dataset 1 Std aug 0.9579± 2.92 0.9206± 5.08
Prop aug 0.9879± 0.54 0.9761± 1.04
Std + Prop aug 0.9613± 2.30 0.9264± 4.08

Dataset 2 Std aug 0.8744± 9.23 0.7875± 13.13
Prop aug 0.9494± 2.32 0.9046± 4.05
Std + Prop aug 0.8935± 7.33 0.8149± 11.19

Dataset 3 Std aug 0.9294± 5.40 0.8724± 8.78
Prop aug 0.9495± 3.19 0.9055± 5.51
Std + Prop aug 0.9326± 5.85 0.8787± 9.24

Table 3: Performance Metrics for Different Augmentation Types

The proposed augmentation(Prop aug) achieved on all 3 Datasets better results in
DC and IoU compared to the standard augmentation(Std aug) and a mix of standard
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and proposed augmentation methods.

Another relevant paper [49] introduces a new evaluation method for the detection
and classification of wind turbine blade defects. The increasing demand for wind
power has led to a rise in the inspection and repair of wind turbine blades (WTBs).
Defect detection systems can be employed to ensure the ongoing performance and
maintenance of WTBs. The paper investigates the performance of deep learning
algorithms — specifically YOLOv3, YOLOv4, and Mask R-CNN — in detecting and
classifying defects in wind turbine blades (WTB). YOLO (You Only Look Once) was
developed by Redmon and Farhadi from the University of Washington, used for
object detection based-segmentation [35].

Besides traditional evaluation measures based on precision, recall and the F1-
socre the authors introduces novel performance evaluation measures tailored for
defect detection tasks, including Prediction Box Accuracy (14), Recognition Rate
(15), and False Label Rate (16) all depended on the Bounding Box Accuarcy (14),
which is the mean of the mean of the width accuary and the height accuary of the
bounding box. A bounding box refers to a rectangular box drawn around an object
or area of interest in an image that contains a defect(9).

Bounding Box Accuracy(BBA) =
WidthAcc+HeightAcc

2
(13)

PBA =
1

N

n∑
i=1

BBAi (14)

RR =
1

N

n∑
i=1

1, if BBAi > 0 (15)

FLR =
1

N

n∑
i=1

1, if (BBAi > 0) ∧ (Predicted Typei ̸= Labelled Typei) (16)

Experiments conducted on a dataset provided by an industrial partner, compris-
ing images from WTB inspections, revealed that Mask R-CNN consistently outper-
formed other algorithms, especially with transformation-based augmentations like
rotation and flipping. Specifically, using the best dataset, Mask R-CNN achieved a
mean Weighted Average (mWA) value of 86.74%, surpassing YOLOv3 (70.08%) and
YOLOv4 (78.28%).

Furthermore, the authors introduce the Image Enhanced Mask R-CNN (IE Mask
R-CNN) pipeline, which integrates optimal combinations of image enhancement
and augmentation techniques, along with a tuned Mask R-CNN model, to address
challenges in WTB defect detection. In conclusion, the paper presents an investi-
gation into the performance of deep learning algorithms for WTB defect detection
and classification. Using a dataset provided by Railston & Co. Ltd., the study ex-
plores the impact of various image augmentation and enhancement techniques on
algorithm performance.
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Figure 9: Example: predicted and real bounding box[49]

New evaluation measures, including Prediction Box Accuracy (PBA), Recognition
Rate (RR), and False Label Rate (FLR), offer a comprehensive assessment of defect
detection performance. Results indicate that Mask R-CNN outperforms other algo-
rithms, particularly with transformation-based augmentations. Looking ahead, the
paper suggests exploring additional image enhancement techniques and optimiz-
ing CNN parameters for different detection scenarios. The importance of condition
monitoring and fault diagnosis for WTBs is underscored, with implications for the
broader field of defect detection systems based on machine learning and deep learn-
ing methods. In summary, the proposed Image Enhanced Mask R-CNN pipeline
holds promise for WTB defect detection and offers potential applications in various
defect detection scenarios beyond WTBs.

22



The paper ”Mixing Real and Synthetic Data to Enhance Neural Network Training
- A Review of Current Approaches” [43] addresses challenges in computer vision
caused by the need for large annotated datasets. The authors are giving insides
into the recent advancements in computer vision that enabled machines to achieve
human-level accuracy in tasks like object detection and classification. It is men-
tioned that some domains face challenges in collecting extensive data, especially
when rare events or privacy concerns are involved and the primary limitation to
the performance of CNNs is the scarcity of training data rather than the network ar-
chitecture itself. While large-scale datasets exist for certain applications, annotating
them requires significant effort. Because of those difficulties the authors suggest the
usage of synthetic data.

Synthetic data offers benefits such as cost-effectiveness and ease of annotation, but
it must accurately reflect the feature distribution of real-world data to avoid perfor-
mance gaps caused by domain shift. This issue is particularly relevant in domains
like urban and traffic scenes, where data collection can be challenging. The paper
focuses on reviewing CNN training scenarios that enhance network performance
without relying on additional real-world data, particularly in urban and traffic scene
contexts.

Besides the generation of synthetic data the paper points out the possibility to
use pretrained networks that are mostly trained on large datasets such as ImageNet,
Pascal VOC or COCO. The scale of these datasets enables neural networks to acquire
abstract representations across numerous object categories and incorporate general-
ized feature representations. When customizing a neural network for a specific task,
the dataset size specific to that task is often smaller compared to the dataset used for
initial training. Therefore, it’s important to assess which existing network architec-
ture best suits the desired accuracy and available computational resources before
proceeding with customization.

Increasing reliance on synthetic data during training increase the challenge of do-
main shift, although there’s evidence suggesting that utilizing more synthetic data
can reduce its effects, leading to well-performing networks on real data. In seman-
tic segmentation tasks, synthetic data might suffice for training background classes
covering large image areas. However, for foreground classes representing individ-
ual objects, synthetic data often lacks realistic textures, necessitating a training ap-
proach focused on object detection rather than semantic segmentation. Further re-
search in this area is encouraged to gain deeper insights.

In 2020, when the paper was released, the authors expected the usage of Gener-
ative Adversarial Networks (GANs) as a fast growing research area, with expecta-
tions of more datasets emerging. These datasets could feature automatically gener-
ated, photo-realistic urban scenes where relevant instances like pedestrians or cars
are inserted in various poses and random positions within the images. Looking
at the performance and the distribution of today’s available image generators the
authors expectation for the increased usage of GANs was met [23].
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3.2 Summary of findings and research gaps

In the field of medical imaging, leveraging Generative Adversarial Networks
(GANs) for chest X-ray (CXR) datasets enhances convolutional neural network
(CNN) performance in lung disease classification. Recent studies addresses chal-
lenges by exploring image quality effects, proposing a multi-scale CNN architecture,
and analyzing different learning models using GAN-augmented images.

Shifting to wind turbine blade inspections, researcher from industrial fields com-
pared deep learning algorithms, highlighting Mask R-CNN’s superior accuracy. Fu-
ture research can explore challenges associated with extensive labeled data and com-
putational resources in this context.

If it comes to image-to-image translation,researchers introduced Conditional Ad-
versarial Networks (cGANs) as a versatile solution, showcasing effectiveness in var-
ious tasks. Future research should delve into potential drawbacks or challenges
in real-world applications. For computer vision challenges with large annotated
datasets, ”Mixing Real and Synthetic Data to Enhance Neural Network Training” ex-
plores methods to create powerful neural networks with less reliance on real-world
data. Future research opportunities include a detailed exploration of domain shift’s
impact on model performance and strategies to mitigate this challenge.

These studies represent significant advancements in their domains and although
it offers future research opportunities include a comprehensive examination of how
various methods of creating synthetic data impact model performance. This re-
search gap warrants exploration to enhance the understanding and optimization of
synthetic data generation techniques.
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4 Methodology

4.1 Description of the research approach

In the assessment of the Mask R-CNN model’s effectiveness in skin cancer segmen-
tation, a systematic research methodology is employed. As a basis a skin cancer
dataset sourced from Kaggle [22] is utilized, with a primary focus on segmentation
tasks. The dataset is independently labeled using Supervisely, an online tool for la-
beling, with the accompanying CSV file set aside, prioritizing segmentation aspects
over classification. Supervisely provides a range of annotation tools for labeling ob-
jects in images or video frames, including bounding boxes, polygons, points, and
other annotation types. The ”smart label tools” offered by Supervisely significantly
reduced the time required for labeling tasks [45].

In the next step, to enrich the labeled dataset, two distinct augmentation strate-
gies are implemented. The first involves traditional techniques like scaling and ro-
tation to introduce variations. The second explores the creation of synthetic images
through the use of cGAN. The usage of two different augmentation strategies aims
to inject diversity and complexity into the dataset for a more comprehensive analy-
sis of the Mask R-CNN model’s performance.

Following data preparation, multiple iterations of the Mask R-CNN model are
trained with varying ratios of synthetic images, starting with the initial model that
is exclusively trained on the original labeled images as a baseline for performance.
Subsequent models progressively incorporate augmented and synthetic images in
varying proportions. This staged augmentation process systematically evaluates
the model’s adaptability to augmented and synthetic data, uncovering potential im-
provements in segmentation accuracy.

The performance of each CNN with respect to segmentation accuracy is evalu-
ated based on a custom metric, as explained in the next section. This comparative
analysis tries to show trends, identify potential trade-offs, and determine optimal
scenarios for leveraging augmented and synthetic data in the context of skin cancer
segmentation.

The research approach, characterized by precise data preparation, staged model
training, and stringent evaluation, provides a structured framework for investi-
gating the nuanced interplay between traditional and synthetic data augmentation
techniques in enhancing the Mask R-CNN model’s performance for skin cancer seg-
mentation tasks.

4.2 Defining the Evaluation Criteria for Model Accuracy

As a basis for an evaluation metric, two intermediate metrics the F1-Score as well
as the Intersection over Union (IoU) were calculated. The calculation is done on an
unseen testset and through the various models.

IoU measures the overlap between the predicted mask and the ground truth
mask. It is calculated as the ratio of the area of intersection between the predicted
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and ground truth masks to the area of their union. Higher IoU values indicate better
alignment between the predicted and ground truth masks.

IoU =
Area of Intersection

Area of Union
(17)

The F1 score involves comparing individual pixels between the predicted masks
and the ground truth masks. Each pixel in the predicted mask is compared with the
corresponding pixel in the ground truth mask to determine whether it represents a
true positive, false positive, true negative, or false negative prediction. These com-
parisons are used to compute precision, recall, and ultimately the F1 score, which
provides a measure of the model’s performance in identifying defects accurately
while minimizing false identifications and missed defects. The F1 score ranges from
0 to 1, with higher values indicating better model performance. It serves as a com-
prehensive evaluation metric for defect recognition systems, capturing both the abil-
ity to correctly identify defects and the ability to avoid false identifications, based
on the pixels provided as input.

F1 =
2 x Precision x Recall

Precision + Recall
(18)

with Precision and Recall defined as following:

Precision =
True Positives

True Positives + False Positives
(19)

Recall =
True Positives

True Positives + False Negatives
(20)

4.3 Mathematical Representation of Research Question

The hypothesis posits that augmenting the dataset with synthetic data leads to in-
creased values in both the F1-score and the IoU in the Mask R-CNN. This assump-
tion is grounded in previous research indicating that enhancing the diversity and
quantity of training data can enhance the model’s ability to generalize to unseen
examples. The equal importance to both IoU and F1-scores in the evaluation is as-
signed. Therefore, the evaluation score ES is defined as shown in Equation (21).

ES =
IoU + F1

2
(21)

Assuming that both IoU and the F1 score depend on the ratio of synthetic and
original data added to the training set, we introduce a ratio function f . This results
in Equation (22):

ES(f) =
IoU(f) + F1(f)

2
(22)
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Where f represents the ratio of original to synthetic images, defined as:

f =
Dsyn

Dorig
(23)

Here, Dorig represents the number of original images, and Dsyn represents the
number of synthetic images..

4.4 Data Acquisition

Obtaining the dataset involved uploading 1200 images from the Kaggle Dataset to
Supervisely for labeling tasks. Following the labeling process, Supervisely provided
the data in the form of a Common Objects in Context (COCO) Dataset. The COCO
dataset primarily focuses on object recognition and detection, featuring images with
multiple objects in complex scenes, with each object annotated with a bounding box.
In addition to bounding box annotations, the COCO dataset includes pixel-wise
segmentation masks for object instances [20].

4.5 Explanation of applied data augmentation techniques and GANs

In the generation of synthetic images using traditional data augmentation methods,
masks from the COCO dataset will be utilized to extract defects from the original
images. This extraction process will result in skin cancer cells depicted against a
transparent background, which will serve as foregrounds. Additionally, a selection
of images depicting healthy skin without cancer cells will be curated to serve as
backgrounds. The synthetic skin cancer cells will undergo augmentation through
random flipping, resizing, and subtle alterations to color attributes. These aug-
mentation techniques aim to simulate the natural variations observed in real skin
cancer cells, thereby enriching the dataset with diverse visual characteristics. After
accumulating a sufficient number of augmented skin cancer cells, the next step in-
volves their random merging with the background images. This merging process
ensures that each synthetic image presents a unique composition of foreground and
background elements. Concurrently, as these new composite images are created,
corresponding masks outlining the boundaries of the cancerous regions will be gen-
erated. The composite images and the corresponding masks are the foundation of
the Mask R-CNN training. Figure 10 and figure 11 are showing results of both gen-
eration processes.

In order to create synthetic images via a cGAN architecture, the proposed pix2pix
framework [19] was used. The original images and corresponding masks were uti-
lized to train the pix2pix model. After training the synthetic Masks that were al-
ready created with the traditional methods were fed them into the generator. This
should result in more realistic looking images.
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Figure 10: Example: Composite Image and Mask

Figure 11: Example: Image and Mask from cGAN

4.6 Training of Mask R-CNN model

The first step in training the Mask R-CNN model using PyTorch involves data
preparation. This includes curating a dataset comprising images of skin lesions an-
notated with bounding boxes and segmentation masks. The dataset is divided into
training and validation sets to facilitate model training and evaluation. The Mask R-
CNN model is initialized with a pre-trained backbone network, typically ResNet50,
which is pre-trained on large-scale image datasets such as COCO (Common Objects
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in Context). The backbone network provides feature representations that are lever-
aged by the Mask R-CNN architecture for object detection and instance segmenta-
tion. GPU acceleration was used for enhanced training and inference performance.
PyTorch, a popular deep learning framework, is utilized for model development
and training due to its flexibility, ease of use, and extensive community support
[36].

Data loaders are employed to efficiently load batches of images and correspond-
ing annotations during training. Data augmentation techniques, including random
flips, rotations, and color jittering, are applied to augment the training dataset,
thereby enhancing the model’s generalization ability and robustness to variations
in input data. The loss function used for training the Mask R-CNN model com-
prises multiple components, including classification loss, localization loss, and seg-
mentation loss. These components collectively optimize the model parameters to
accurately predict object classes, localize object bounding boxes, and segment object
masks.The training loop iterates over multiple epochs, with each epoch consisting
of multiple iterations over batches of training data. During each iteration, forward
and backward passes are performed to compute the loss and update the model pa-
rameters using the Stochastic Gradient Descent (SGD) optimization algorithms.
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5 Experiments

5.1 Disclaimer

The skin cancer dataset utilized in this study is employed exclusively for bench-
marking and research purposes. It is important to note that the approaches devel-
oped and discussed in this thesis are intended for scientific exploration and com-
putational analysis only. They are not designed, nor should they be interpreted, to
provide medical advice or diagnostics. The methodologies presented here do not
replace professional medical judgment, diagnosis or treatment.

5.2 Description of conducted experiments

The baseline training involves training the Mask R-CNN model using the original
training dataset of 1000 images without synthesis or augmentation. This serves as
the initial training step to establish a benchmark performance for the model with-
out any additional data manipulation or techniques. After completing the baseline
training, the performance of the model is evaluated on an unseen dataset of 200
images using the IoU and the F1 score. The baseline training serves as a reference
point for subsequent experiments, allowing for comparison with models trained us-
ing synthetic data or data augmentation techniques. The following table shows the
combination of real and synthetic images used in the conducted experiments:

Nr Dataset Size Real Images Synthetic Images GAN Images
1 1.000 1.000 0 0
2 3.000 1.000 2.000 0
3 3.000 1.000 0 2.000
4 3.000 1.000 1.000 1.000
5 15.000 1.000 14.000 0
6 15.000 1.000 0 14.000
7 15.000 1.000 7.000 7.000

Table 4: Summary of Conducted Experiments

These experiments aim to address the two main research questions. Experiments
2-4 will assess the impact on a model when the dataset is augmented with syn-
thetic images that are twice the size of the original data. Meanwhile, experiments
5-7 will investigate whether significantly enlarging the dataset yields any benefits.
Additionally, the experiments will compare the performance of two synthetic image
generation methods: brute force placement of cancer cells on skin versus the use of
a cGAN for synthetic image generation.
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5.3 Development of Workflow

To streamline the training process, a comprehensive workflow designed to simplify
data input and model training is developed. The primary objective of this workflow
is to input the original images and the annotation from supervisly in the COCO
annotation format. A preprocessing script uses the annotation file to create to each
image an corresponding mask. Besides this every labled defect is extracted as a
foreground. The original images and their masks are resized to 256x256 pixel to
increase the batch size due to limited memory on the GPU.

After the preprocessing a baseline dataset is created. It holds the extracted fore-
grounds, some backgrounds and the original resized images and their correspond-
ing masks. In the next step, the total dataset size and the desired number of each
type of synthetic images is specified. The workflow employs a brute-force method to
generate randomized images and masks using the provided foregrounds and back-
grounds. Subsequently, the original images and their corresponding masks are uti-
lized to train the cGAN using the Pix2Pix framework previously mentioned.

Upon completion of the cGAN training, the randomized masks generated by the
previous launched brute-force method are the input into the Pix2Pix transition to
produce synthetic images. A shuffle script is then applied to create the final image
and mask dataset comprising brute-force, synthetic, and cGAN-generated images.
The resulting dataset is fed into the Mask R-CNN training for 20 epochs. The com-
putational workload is offloaded from the CPU to an NVIDIA RTX 4090 GPU us-
ing CUDA, which enables a batch size of 8 and significantly reduces training time.
Specifically, training 3000 images takes 12 hours, while training with 15,000 images
extends to 50 hours. The workflow itself is published in a GitHub Repository [47].

For visual reference, an illustration of the workflow is provided in figure 12.

5.4 Execution of tests and evaluation of models

Throughout an extensive training process for approximately 200 hours across seven
different models, the GAN underwent periodic resets and complete retraining
alongside each iteration of the Mask R-CNN model. This method guaranteed a fair
comparison among the different models, enhancing their overall robustness and
accuracy in the final assessments. Moreover, to maintain data integrity and con-
sistency, a secondary script was written to oversee the proper composition of the
training dataset.

Following the training process, each model underwent evaluation over 20 epochs,
with the loss recorded and plotted for analysis. Beyond assessing the Mask R-CNN
loss, the models were subjected to testing using an independent script. This script
coordinated the assessment of the models’ performance using 200 new images from
the skin cancer dataset. By conducting thorough analysis, it calculated the IoU and
F1 score, along with their respective standard variations. These metrics serve as
indicators of the models’ accuracy and ability to generalize, and they were recorded
at the end of the testing script.
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Figure 12: automated workflow for image generation and Mask R-CNN training

6 Results

6.1 Presentation and discussion of results

During training the Mask R-CNN showed a very rapid stabilization and a minimal
Loss. After 10 epochs stabilized around 0.05. Pre-trained models, especially those
like ResNet50 trained on large-scale image datasets like ImageNet, have already
learned to extract useful features from images. As a result, when fine-tuning such
a pre-trained model on a specific dataset, it can converge faster and achieve lower
loss compared to training from scratch. The development of the loss shown in the
15.000 GAN Dataset is shown in figure 13.

The original dataset, comprising 1.000 images, served as the baseline for our ex-
periments. The Mask R-CNN model trained on this dataset achieved an IoU of
0.2286 and an F1 score of 0.2941. Augmenting the dataset to 3000 images, both
through traditional methods and GAN augmentation, led to notable performance
improvements. The GAN-augmented trial saw significant enhancement, with IoU
increasing to 0.6329 and F1 to 0.7399. This highlights the effectiveness of GAN-
generated data in improving model accuracy.

While the trial employing traditional augmentation methods also led to perfor-
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Figure 13: Development of Loss over Epoch during Mask R-CNN training

mance gains, with IoU increasing to 0.3546 and F1 to 0.4157, the improvement was
less pronounced compared to GAN augmentation. Scaling up the dataset to 15,000
images, both with traditional augmentation methods and GAN augmentation, fur-
ther improved model performance. The GAN-augmented trial showed remarkable
enhancement, with IoU increasing to 0.7552 and F1 to 0.8458, showcasing the effec-
tiveness of GAN-generated data, particularly on larger datasets. While traditional
augmentation methods also improved performance on the 15,000-image dataset,
with IoU increasing to 0.3246 and F1 to 0.3970, the gains were less substantial com-
pared to GAN augmentation. The model trained on the hybrid datasets with a
mix of GAN-generated data and traditional augmented data performed better then
the ones trained only on traditional augmented datasets, but worse then the ones
trained exclusively on the GAN-generated data.

All experiment results including the evaluation score and the evaluation matrix is
shown in table 5. The bar chart provided in Figure 14 allows an easier comparison
of the models.

The evaluation matrix indicates that training Mask R-CNN with 15.000 GAN-
generated images yields the highest success rate in detecting cancer cells in the un-
seen validation dataset. Subsequently, predictions of various models are visualized
to demonstrate how mask predictions vary with different dataset sizes and augmen-
tation methods. Figure 15 illustrates the predictions of three different Mask R-CNN
models on an image from the validation dataset. While the model trained on the
original dataset fails to detect any cancer cells in the predicted mask, both models
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Table 5: Performance Metrics

Experiment Mean IoU Std IoU Mean F1 Std F1 ES

Original Dataset (1.000) 0.2286 0.2865 0.2941 0.3376 0.2614
GAN (3.000) 0.6329 0.2548 0.7399 0.2286 0.6864
Traditional (3.000) 0.3546 0.3666 0.4157 0.4017 0.3852
Hybrid (3.000) 0.6050 0.2707 0.7115 0.2547 0.6582
GAN (15.000) 0.7552 0.1826 0.8458 0.1429 0.8005
Traditional (15.000) 0.3246 0.3391 0.3970 0.3680 0.3608
Hybrid (15.000) 0.7187 0.2272 0.8097 0.2051 0.7642

trained on 15.000 images successfully identify cancer cells. The GAN-augmented
model demonstrates superior precision in outlining the contours of the marks. Fig-
ure 16 presents a comparison between models trained with 3.000 and 15.000 images,
highlighting the advantages of the larger dataset. While both models can detect can-
cer cells, the 3.000-image model incorrectly interprets hairs as cancer cells. While the
model trained on the 15.000 GAN-generated images typically produces the best re-
sults, there are exceptions in the validation dataset. Figure 17 illustrates how both
the model trained on the original images and the one trained on 3.000 augmented
images identify cancer cells. However, the model trained on the 15.000 images not
only detects cancer cells but also misidentifies the black background in the bottom
right corner as a defect.

This can be explained by overviewing the images produced by the generator.
Those look more realistic than the ones with the standard augmentation methods.
But a lack of variety can be identified. It seems that the cGAN created only one type
of skincolor and a similar type of cancer cells. This led to the issue that all images
generated by the cGAN have a similar appearance, which is shown in Figure 18.

6.2 Interpretation of results in the context of research questions

In this thesis project, two pivotal research questions concerning the effectiveness of
integrating synthetic data and employing various augmentation techniques on the
performance of Mask R-CNN models in the realm of skin cancer detection were
addressed.

The first question revolves around understanding how the incorporation of syn-
thetic data influences the capabilities of Mask R-CNN models. Our results demon-
strate a significant impact on model performance when synthetic images are intro-
duced. Specifically, the the incorporation of synthetic images led to an improved
Mask R-CNN in every case.

The second question delves into the impact of different augmentation techniques
on performance. Two methods were investigated: firstly, overlaying cancer cells
onto clear skin images using a brute-force approach, and secondly, training a GAN
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Figure 14: Performance Chart of all Experiments

on the original dataset and utilizing its generator to augment the dataset for Mask
R-CNN training. Our findings reveal that the method utilizing images generated
by the GAN yielded significantly higher IoU and F1 scores. However, while these
scores were superior for certain images in the validation dataset, other models
achieved better overall results.

Chapter 4.3 introduces the Evaluation Score (ES), defined as the mean of the IoU
and the F1-score, and postulates a dependency on the ratio of the IoU and the F1-
score. Figure 19 showcases the fitting of a logistic function (24) to the data points
of the model trained solely on GAN-generated images. The logistic function was
fitted to the results by using the curvefit function of the SciPy library. ”SciPy pro-
vides algorithms for optimization, integration, interpolation, eigenvalue problems,
algebraic equations, differential equations, statistics and many other classes of prob-
lems.”[46]

f(x) =
0.8

1 + e−1.259(x−0.575)
(24)

Logistic functions are frequently utilized to model growth or diffusion processes
constrained by various factors. Although the limited number of models trained,
may not provide sufficient data points to conclusively support whether this logistic
function accurately represents the development of the Evaluation Score, it can be
inferred that even with a larger volume of synthetic images, the Evaluation Score
will plateau.
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Figure 15: Prediction of various models on image from validation dataset
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Figure 16: Comparison of models trained on 3.000 and 15.000 images
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Figure 17: Displaying detecting issues due to an unbalanced training dataset
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Figure 18: Displaying a extract from the cGAN generated images, that indicates a
lack of variety

Figure 19: Relationship between Synthetic/Original Ration and Evaluation Score
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7 Conclusion

7.1 Summary of Key Findings

Data augmentation plays a crucial role in enhancing the accuracy of Mask R-CNN
models. However, the effectiveness of augmented data can vary depending on the
method employed and the specific application. During the investigation using the
skin cancer dataset, we discovered that generating images with a cGAN produced
superior results compared to traditional augmentation techniques. Nonetheless, it’s
important to acknowledge that the generated data exhibited a lack of diversity, in-
dicating that further diversification of the dataset could potentially enhance model
performance.

Another key finding underscores the critical importance of professionally labeled
and high-quality baseline datasets for training and evaluation purposes. While la-
beling tools like Supervisely offer efficiencies in the annotation process, they may
inadvertently introduce biases into the model. To mitigate this risk, it is impera-
tive to actively involve domain experts with deep knowledge and understanding
of the data domain, particularly in medical imaging where precision is paramount
for accurate diagnoses and treatment decisions. Engaging domain experts, such as
experienced radiologists or dermatologist, can ensure that the baseline datasets are
labeled with the highest level of accuracy and consistency. Their expertise in recog-
nizing subtle patterns and nuances in medical images can help identify and correct
potential biases or errors introduced by automated labeling tools, resulting in more
reliable and trustworthy models.

Furthermore, collaborating with domain experts throughout the model develop-
ment and evaluation process can provide valuable insights into the clinical rele-
vance and practical implications of the model’s performance. Their feedback can
guide the refinement of model architectures, hyperparameters and training strate-
gies, ultimately leading to models that are better aligned with real-world clinical
scenarios and decision-making processes.

Moreover, it’s crucial to customize the augmentation strategies and evaluation
methods according to the specific needs of each use case. For example, in medical
imaging applications, the tolerance for missed detections may vary depending on
the clinical situation.

For scenarios where missed diagnoses could have severe consequences, such
as detecting life-threatening conditions, augmentation strategies should prioritize
minimizing missed detections, even if it means more false alarms. This approach
ensures that potential cases are not overlooked, enabling timely interventions and
potentially saving lives.

On the other hand, in scenarios where false alarms may lead to unnecessary
follow-up procedures or patient anxiety, augmentation strategies should balance
minimizing missed detections and false alarms, optimizing for overall diagnostic
accuracy and reducing the burden on healthcare resources.

Consequently, evaluation methods must also be carefully chosen and tailored to
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align with the specific clinical priorities of each use case.
By customizing augmentation strategies and evaluation methods to the unique

requirements of each imaging application, researchers can develop Mask R-CNN
models that are optimized for the specific context, enhancing their practical value
and potential impact on defect recognition.

The adoption of a pretrained neural network, such as ResNet-50, significantly
streamlines the training process, leveraging the knowledge learned from large-scale
datasets and reducing the computational resources required for model training.
However, our observation of a plateau in loss reduction after Epoch 10 suggests
potential implications for future experiments. This finding warrants further inves-
tigation into optimal training strategies and model convergence to ensure that the
models are fully leveraging the available data and computational resources.

These findings highlight the multifaceted considerations involved in optimizing
the performance of Mask R-CNN models and underscore the need for tailored ap-
proaches in data augmentation, dataset labeling, and model training in medical
imaging applications.

7.2 Implications of the Results for Practice and Future Research

These findings have significant implications for both practical application and fu-
ture research. Practically, the superiority of GAN-generated images suggests a
promising approach for improving the diagnostic capabilities of Mask R-CNN mod-
els in skin cancer detection and other imaging tasks. By leveraging GANs or similar
techniques, practitioners can enhance dataset diversity, thus improving model ro-
bustness and generalization.

Furthermore, this thesis underscores the importance of accurate labeling and the
need for standardized protocols to minimize bias in training datasets. Future re-
search should explore alternative data augmentation methods and investigate the
potential of transfer learning techniques beyond ResNet-50. Additionally, extending
this research to other imaging domains could yield valuable insights and advance
deep learning solutions in healthcare or industry.

7.3 Future Work

7.3.1 Model Interpretability

Enhancing the interpretability of deep learning models like Mask R-CNN will be
crucial for seamlessly integrating them into practical applications. Despite their
promising performance in medical imaging tasks, these models’ complex decision-
making processes often lack transparency, hindering their adoption by experts. In-
corporating interpretability techniques such as attention mechanisms and salience
maps into the model architectures can provide valuable insights into how the mod-
els arrive at their predictions. By visualizing the features and regions of interest
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driving the models’ decisions, experts can validate the recommendations, identify
potential biases or errors, and ultimately build trust in the models’ outputs.

Fostering close collaboration between AI researchers and domain professionals
will be essential for developing interpretable models tailored to specific workflows.
This collaborative approach can bridge the gap between technical model develop-
ment and practical requirements, ensuring that the models align with the needs and
expectations of end-users. Through active engagement and knowledge exchange,
AI researchers can gain a better understanding of the examined use-case, while pro-
fessionals can provide valuable feedback on the interpretability and usability of the
models.

Additionally, efforts should be made to develop standardized interpretability
metrics and guidelines specific to medical imaging tasks. These metrics can quantify
the degree of interpretability and transparency of the models, facilitating objective
comparisons and enabling the selection of the most appropriate models for clinical
use. By establishing consistent interpretability standards, the healthcare industry
can promote the responsible development and deployment of deep learning mod-
els, ensuring patient safety and ethical decision-making.

However, the need for acceptance and accuracy extends beyond medical use
cases. In industrial testing scenarios, for instance, the lack of official standards for
automated computer vision applications poses challenges in integrating them into
quality processes.

In essence, by prioritizing interpretability, fostering interdisciplinary collabora-
tion, and establishing standardized interpretability metrics, the medical imaging
community can pave the way for the successful integration of deep learning models
into clinical practice, ultimately enhancing patient care and driving innovation in
healthcare.

7.3.2 Workflow adaptability

The autonomous generation of synthetic data and training of Mask R-CNN mod-
els is a significant achievement in defect recognition research. Moving forward, it’s
crucial to validate the effectiveness of this approach across a wide range of datasets
and defect recognition scenarios. The developed workflow’s ability to translate de-
fect recognition into a foreground/background scene opens up numerous potential
applications in various industries, healthcare, and environmental domains.

To ensure widespread adoption and success, researchers should focus on exten-
sive validation by testing the workflow on diverse datasets and scenarios. This will
assess its adaptability, robustness, and performance under varying conditions, pro-
viding valuable insights into strengths, limitations, and areas for improvement.

Collaborative efforts among researchers are essential for optimizing the work-
flow. This includes exploring optimal data generation methods, determining the
ideal synthetic data volume, and optimizing computational resource utilization. By
leveraging diverse expertise and perspectives, more efficient and effective imple-
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mentations can be achieved.
Establishing standardized benchmarking protocols and metrics is crucial for ob-

jectively evaluating and comparing the performance of different defect recognition
approaches. This will facilitate the selection of appropriate methods for specific use
cases and ensure consistent and transparent reporting of results.

Collaborating with domain experts from various industries, healthcare, and en-
vironmental sectors is vital for tailoring the workflow to their specific requirements
and constraints. This will ensure that the approach addresses real-world challenges
and integrates seamlessly into existing workflows and infrastructures.

Additionally, researchers should develop strategies to overcome potential compu-
tational limitations, such as leveraging distributed computing, optimizing resource
allocation, or exploring efficient model architectures. This will enable the deploy-
ment of the approach in resource-constrained environments or for large-scale appli-
cations.

7.3.3 Optimizing Model Convergence Strategies

It may be beneficial to analyze the model’s performance on a held-out validation set
to assess whether the plateau in loss reduction corresponds to a plateau in perfor-
mance metrics or if the model continues to improve despite the stagnant loss. This
analysis could inform the decision to continue training beyond the observed plateau
or to explore alternative architectures or training strategies.

Evaluating the model’s performance on a separate validation set is crucial be-
cause the training loss alone may not provide a complete picture of the model’s
generalization capabilities. In some cases, the training loss may plateau, but the
model’s performance on unseen data could continue to improve, indicating that
further training is beneficial.

Conversely, if the plateau in training loss corresponds to a plateau in performance
metrics on the validation set, it may signal that the model has reached its maximum
potential with the current architecture and training approach. In such cases, contin-
uing to train beyond the observed plateau may not yield significant improvements
and could even lead to overfitting.

By monitoring both the training loss and validation set performance, researchers
can make informed decisions on whether to continue training, stop training, or ex-
plore alternative approaches. For instance, if the validation set performance contin-
ues to improve despite the stagnant training loss, it may be worthwhile to continue
training for additional epochs or adjust the learning rate schedule to facilitate fur-
ther learning.

7.3.4 Unlocking Multi-Class Capabilities

In the current scenario, the workflow is focused on a single-class use case, specifi-
cally detecting cancer cells without distinguishing between different types of cancer.
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However, an important avenue for future research lies in extending the workflow to
handle multiple classes.

Researchers could explore how the workflow can be adapted to classify differ-
ent types of cancer or other abnormalities. For instance, in medical diagnostics,
the ability to differentiate between various cancer types could significantly impact
treatment decisions and patient outcomes. Similarly, in industrial applications such
as surface inspection, distinguishing between different types of defects may inform
maintenance or quality control procedures.

Extending the workflow to handle multiple classes presents both challenges and
opportunities. Researchers may need access to more diverse and labeled datasets
representing different classes, as well as robust machine learning techniques capa-
ble of handling multi-class classification tasks. Additionally, addressing potential
class imbalances and computational complexities will be essential for the successful
implementation of the workflow in real-world scenarios.

Despite these challenges, the benefits of multi-class classification are considerable.
By accurately identifying and classifying different types of abnormalities or defects,
the workflow can enhance diagnostic accuracy, enable targeted interventions, and
ultimately improve outcomes across various domains.

7.3.5 Increase diversity of synthetic dataset

During this investigation, images generated by the cGAN exhibited a noticeable
lack of diversity. To advance the effectiveness of synthetic data generation, future
research should focus on optimizing the cGAN training process to produce a more
diverse range of images.

This optimization effort should encompass various aspects, including the repre-
sentation of different types of cancer cells and the inclusion of diverse skin color
types in the training data. By ensuring a more comprehensive representation of the
target domain, the cGAN can generate synthetic images that better reflect real-world
variability, enhancing the robustness and generalizability of the trained models.

7.3.6 Alternatives to GANs

In future research, investigating different generative models offers a promising path
to improve the performance of Mask R-CNN models in medical imaging. While
GANs are effective in generating realistic images for augmentation, alternative
models present unique opportunities for enhancement.

Variational Autoencoders, for instance, employ a probabilistic framework to
learn latent representations of data. This method enables more controlled and in-
terpretable generation of augmented images, potentially improving diversity and
quality. Similarly, flow-based generative models provide efficient generation of di-
verse and high-quality samples by establishing invertible mappings between data
space and latent space[18].
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By exploring these alternative generative models, future research can expand the
repertoire of augmentation techniques for Mask R-CNN models. This exploration
has the potential to contribute to the development of more robust and generalizable
models for medical image analysis, benefiting diagnostic accuracy and patient care.
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